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Abstract

Music source separation (MSS) faces challenges due to the limited availability of crrectly-
labeled individual instrument stems. This paper proposes and automated approach for
refining mislabeled instrument tracks in a partially noisy-labeled dataset. Similar, yet
different from self-training (Xie et al., 2020), our approach learns directly from noisy
labeled data and re-labeles the training data. We train the classifier to perform multi-label
instrument recognition with mixtures that are synthesized by randomly selecting each
stem from the noisy labeled dataset. After this training procedure, we refine the original
noisy dataset with the trained classifier and use this new dataset to train the final classifier
Ψ, which we refer to as self-refining training. Our self-refining technique results in only a
1% accuracy degradation for multi-label instrument recognition compared to a classifier
trained with a clean-labeled dataset. Using the refined multi-labeled dataset, we train the
MSS models by randomly selecting stems from the dataset. As a results, we’ve enhanced
the MSS performance compared to the baseline, which was trained with a original noisy
labeled dataset, and achieved 9th place in the leadeaboard A of the SDX challenge 2023
(Fabbro et al., 2023).
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